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## Distributed algorithms

The LOCAL model:

- Graph of size $n$, every vertex is given a unique ID between 1 and $n$
- Every vertex can send messages of unlimited size to its neighbors in the graph
- Synchronous rounds
- No failure
- Infinite local computational power

Any problem is solvable in $O(n)$ rounds !
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Distributed coloring, why do we care ?

- Coloring is a very powerful tool to adapt sequential algorithms to distributed model
- Nice question as many sequential coloring algorithms are challenging to adapt
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Theorem (Molloy Reed 2001-2014)
For sufficiently large (but constant) $\Delta$, and every $c \geq \Delta-k_{\Delta}$, there is a linear time deterministic algorithm to test whether graphs of maximum degree $\Delta$ are c-colorable. Furthermore, there is a polynomial time deterministic algorithm that will produce a c-coloring whenever one exists.
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The $\Delta$-coloring problem (Brooks Theorem) can be solved in $O(\log \Delta)+2^{O(\sqrt{\log \log n)}}$ rounds w.h.p. when $\Delta \geq 4$, or $O\left((\log \log n)^{2}\right)$ rounds w.h.p. when $\Delta \geq 3$ is a constant (PODC 2018).
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Set $C$ to be a clique of size $c-1$ and $S$ a stable set of size $\Delta-c+2$. We can ensure the maximum degree is still $\Delta$ because $(\Delta-c+1)(\Delta-c+2) \geq \Delta$.
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Such a decomposition can be computed in a constant number of rounds.
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Theorem (Ghaffari, Harris, Kuhn 2017)
If $2^{15} p d^{8}<1$, then there is a distributed randomized algorithm, running in $H$ w.h.p. in $2^{O(\log d+\sqrt{\log \log n)} \text { rounds, that finds a value assignment to the variables }}$ of $X$ such that no event from $B$ holds.
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## Theorem (Molloy and Reed 2001-2014)
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## Overview of the algorithm

Build a nice c-coloring of each dense part.
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## Questions

Thank you for your attention.

